Measurement of Diversity

The 'characteristic' defined by Yule\(^1\) and the ‘index of diversity' defined by Fisher\(^2\) are two measures of the degree of concentration or diversity achieved when the individuals of a population are classified into groups. Both are defined as statistics to be calculated from sample data and not in terms of population constants. The index of diversity has so far been used chiefly with the logarithmic distribution. It cannot be used everywhere, as it does not always give values which are independent of sample size, it cannot do so, for example, when applied to an infinite population of individuals classified into a finite number of groups. Williams\(^3\) has pointed out a relationship between the characteristic and the index of diversity when both are applied to a logarithmic distribution. The present purpose is to define and examine a measure of concentration in terms of population constants.

Consider an infinite population such that each individual belongs to one of \(Z\) groups, and let \(\pi_1, \ldots, \pi_Z\) \((\Sigma \pi = 1)\) be the proportions of individuals in the various groups. Then \(\lambda\) defined as \(\Sigma \pi^2\) is a measure of the concentration of the classification. It can take any value between \(1/Z\) and 1, the former representing the smallest concentration or largest diversity possible with \(Z\) groups, and the latter complete concentration, all the individuals being in a single group. \(\lambda\) can be simply interpreted as the probability that two individuals chosen at random and independently from the population will be found to belong to the same group.

Now suppose a sample of \(N\) individuals to be chosen at random from a population of this kind, and let \(n_1, n_2, \ldots, n_Z\) \((\Sigma n = N)\) be the numbers of individuals falling into the various groups. It is easily shown that \(I = \frac{\Sigma n(n - 1)}{N(N - 1)}\) is an unbiased estimator of \(\lambda\); this is almost obvious since \(N(N - 1)\) is the number of pairs in the sample and \(\Sigma n(n - 1)\) is the number of pairs drawn from the same group. \(I\) is also an unbiased estimate of \(\lambda\) when the sample size varies, provided no samples of size 0 or 1 are included and that the probability of the sample \((n_1, n_2, \ldots, n_Z)\) splits into these two factors:

\[
P(n_1, n_2, \ldots, n_Z) = \frac{N!}{n_1! n_2! \ldots} \prod_{i=1}^{Z} \left( \frac{\pi_i^n \pi_i^{n-i}}{n_i!} \right),
\]

where \(P(N)\) gives the probability distribution of the sample size, \(2 < N < \infty\). This is true in particular when samples are obtained by the 'fixed-exposure' method common in biological work, \(N\) having then a Poisson distribution adjusted for the absence of the first two terms.

If repeated samples of size \(N\) are drawn from the same population, the values of \(I\) obtained will be distributed about \(\lambda\) with variance

\[
\frac{4N(N - 1)(N - 2)}{N(N - 1)} \frac{\Sigma \pi^2 + 2N(N - 1)}{\Sigma \pi^2 - 2N(N - 1)} \frac{\Sigma \pi^2 - 2N(N - 1)(2N - 3)}{(N - 1)^2}.
\]

or, if \(N\) be very large, approximately

\[
\frac{4}{N} [\Sigma \pi^2 - (\Sigma \pi)^2].
\]

The Poisson distribution is the special case of the negative binomial distribution in which \(k\) tends to infinity. Under this condition, \(\lambda = 1/Z\). This is as we would expect, since the Poisson distribution arises from a population in which all groups are equally represented, and so the probability that two individuals chosen at random will be found to belong to the same group must be \(1/Z\).

The other extreme case of the negative binomial is the logarithmic population, which is obtained by letting \(Z\) tend to infinity and \(k\) tend to zero simultaneously so that the product \(Zk\) remains finite and tends to a quantity called \(\alpha\). (This is not quite the same derivation as that used by Fisher,\(^2\) but the quantity \(\alpha\) is the same as his index of diversity.)

The value obtained for \(\lambda\) under this limiting process is \(1/(\alpha + 1)\).

It will be noticed that this last value is not consistent with the equation given by Williams,\(^3\) namely, that Yule’s characteristic had the value \(1,000/\alpha\) when applied to the logarithmic distribution. His result was obtained by applying Yule’s formula to a series of expected values, whereas the present procedure is equivalent to applying the formula first and then averaging the result. Some support for the new equation is found by considering the ranges of the variables concerned. Since the characteristic cannot exceed 1,000, the earlier equation would deny to \(\lambda\) all values less than 1; but the present one allows it the range \(0 < \lambda < \infty\), while \(1 > \lambda > 0\).
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